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Can Rainfall-Runoff Models Provide Accurate Estimates of
Design Flood Quantiles in Ungauged Catchments?

Andrijana Todorovi¢?
Andrea Petroselli?
Nikola Zlatanovi¢®

ABSTRACT: Accurate estimation of design floods is one of the most important tasks of applied hydrology, since design
of hydraulic structures and flood protection measures heavily depends on these estimates. In hydrologically gauged
catchments these estimates are usually obtained by applying frequency analyses over a series of annual maxima. In case
of ungauged catchments, design floods are commonly estimated by applying an event-based rainfall-runoff models with
design rainfall hyetographs (hereafter referred to as models). Although the design flood estimates obtained in this way
are rather sensitive to every element of these models (e.g., design rainfall duration or unit hydrograph method), there is
no specific guidance on the modelling decisions to obtain reliable design flood estimates. Robustness of a particular
model is evaluated in gauged catchments (where observed data are available), by comparing design floods obtained with
the model, to the results of the frequency analysis. The agreement between the two design flood estimates is usually
quantified in terms of relative errors, which do not take into account uncertainty in the quantiles. In this paper, we
propose a complementary approach to evaluation of event-based models, which implies that design flood estimates are
compared to the confidence intervals of the quantiles. This approach is applied to nine models used to simulate design
floods of 20-, 50- and 100-year return periods at the location of Zavlaka stream gauge on the Jadar River. The results
show that taking quantile confidence intervals into consideration can provide additional insights in model performance,
and, thus, should be mandatorily included in the model evaluation. Comparison across the models reveals considerable
sensitivity of the design flood estimates to the models. Models that use daily design rainfall of uniform intensity
systematically underestimate corresponding quantiles, while the estimates obtained with shorter rainfall durations or
with rainfall of non-uniform intensities result in errors of both signs. Equifinality between the curve number and rainfall
duration is also detected in the results. This study exposes challenges in evaluating event-based models, and emphasises
the need for specific guidance on the application of these models for design flood estimation.

Key words: design flood; design storm; event-based models; flood frequency analysis; ungauged catchments; unit
hydrograph

Ja i1 MoesIu MaIaBUHE-0TUIIA] MOTY /1A 1ajy NMOYy3/1aHe OLleHe
MEpPOJAABHUX BEJUKHMX BOJa HA HEM3yYEeHUM CJIUBOBUMA?

ATICTPAKT: IIpopauyH MepoJaBHUX BEIMKUX BOJA MPEACTaBJba jelaH OJ Haj3HAuUajHUjUX 3aJaTaka MHXKEHEPCKe
XHAPOJNIOTHje, ¢ OO03MPOM Ja ce XHAPOTEXHHWYKe TrpaljeBHHE M CHCTEMH 3allITHTE Of IIOIUIaBa IIPOjeKTyjy Hpema
MEpOAaBHUM IpoTonuMa. Ha XUIposomKy H3ydyeHUM CIMBOBHMMA, MEPOJAaBHE BEIHKE BOAE ce Hajuemhe pauyHajy
IPIMEHOM METOJe TOAWIIBAX MaKCHMyMa. Ha XHApONOIIKE HEeM3y4YeHHM CIHBOBHMA, MEPOIABHU IIPOTOILH Ce
Hajuemthe ozapelyjy mpuMeHOM XUAPOJIOIIKAX MOJENa €MU30Jia ca pauyyHCKUM KuinaMa. Mlako MepoJaBHU MPOTOIH
JobujeHn moMolly OBHX MOJella BeOMa 3aBHCE Of 0Jjabupa cBake KOMIIOHEHTe MoJjielna (HIp., Tpajame padyHCKe KHUIIe
WY MOZE jeJUHIYHOT XUApOorpaMa), He OCTOje KOHKPETHA yIyTCTBa 3a (popMHUpamke OBUX MOJeNIa Kako Ou ce nodue
HOy3IaHe MPOILEHEe MEPOJaBHUX BEIHMKHX BoJa. EQHUKACHOCT KOHKPETHOT MOJela MOXE ce aHAIM3HpaTH caMo Ha
M3y4YEeHNM CIIMBOBUMA, TAKO ILITO CE MEPOJaBHE BEJIMKE BoJe J0OHjeHe TOMOIy MOZIeNna HOpee ca pe3ynTaTuMa aHaIu3e
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roauIImBUX MakcuMmyma. Crarame u3Mmel)y MepogaBHHX BEIMKHX BOJa JOOMjEeHHX Ha OBa JIBa HaYMHA Hajuelnhe ce
KBaHTU(HKY]je KPO3 peIaTUBHY IPEIIKY, KOja He Y3UMa y 003Up HEU3BECHOCT CAMHX KBAaHTHJIA. Y OBOM pajly, IpUKa3aHa
je JomyHCKa aHanu3a e(pUKACHOCTH OBHMX MOjEJa, Koja mojpasymeBa mopeheme pesynrata Mojena ca MHTEpBAIMMA
MOBeperba KBaHTUIIA TOOMjeHHX METOJOM TOJMIIBUX Makcumyma. OBa aHaim3a je ypaljeHa ca JieBeT Mojiena, KOju Cy
kopuirhenu 3a npopauyH 20-, 50- u 100-roauimbuX BEIMKUX BOJA HA BOJOMEPHO) CTAHHUIM 3aBiiaka Ha peid Jamap.
Pesynratu mokasyjy nga pa3MaTpame IIMPHHE HHTEpBala IOBepeHma KBaHTIWIA oMoryhaBa 0oJbe caryie/aBame
epukacHoctu Mojena. OneHe MepoJaBHUX MPOTOKA BeOMa BApUPajy Y 3aBUCHOCTH OJ1 0iabpaHor Moiena. MoJielu Koju
KOpHCTE JHEBHY PAuyyHCKY KHIIy PaBHOMEPHOI MHTCH3UTeTa (T3B. OJIOK KHINA) CHCTEMATCKH TOTLEHY]y KBaHTHIIE
BEIIMKHX BOJA, TOK MOJCIIH KOji KOpucTe 610K Kulny kpaher Tpajama min KUy HEPAaBHOMEPHOT HHTCH3UTETA MOTY H
Jla TIpeliehbYjy U Jia OTLekY]y KBaHTHIe. Pe3ynratu yka3yjy u Ha Mel)ycoOHYy MOBE3aHOCT mapameTapa Mojiesna (SHrJL.
equifinality), kao mro cy 6poj kpuse (CN) u Tpajambe padyHCKe Kuiie. Y OBOM pajy jaCHO je yKa3aHO Ha H3a30BE Y
BPEIHOBabY MOJIeNa eMi30/1a, Kao U Ha MOTpedy 3a U3pagoM KOHKPETHUX MPEropykKa 3a MPUMEHY OBUX MOJIENa Y [IHJbY
JI00Mjamka MEPOaBHUX BEJIIMKUX BOJIA.

KibyuHe peun: pauyHcke (MEpOIaBHE) BEJIMKE BOJIE; PAUyHCKE KHIIIE; METO/Ia TOIUIIELUX MAKCUMYMa;, MOJICIIH €IH30/1a;
XUJPOJIOIIKY HEU3yUSHHU CIMBOBH; jeJHHUYHH XUIPOTPaM

1 Introduction

Accurate estimates of design floods are essential for adequate design of hydraulic structures, such
as dams or embankments ([1],[2]), and uncertainties in these estimates can mislead the design [3].
Furthermore, accurate estimates of design flows are needed for dam safety studies [3], as well as for
flood hazard and flood risk assessments [4]. Traditionally, design floods are estimated from statistical
analyses of observed flood flows. To this end, either flood frequency analyses or Peak-over-Threshold
(PoT) methods are commonly applied ([1],[5],[6]). The former implies fitting theoretical distributions
to probability plots of observed annual maxima, and computation of quantiles of interest (i.e., design
flood flows) according to the best-fit distribution ([5],[7]). The PoT method relies on analyses of series
of flood flows that exceed a certain threshold value, not taking a calendar year of their occurrence into
consideration ([5], [8]).

Rainfall-runoff models, including event-based and continuous models, are also employed for
design flood estimation [1]. Event-based models simulate individual floods caused by a single rainfall
event, as opposed to continuous models, which simulate catchment response over long time that includes
high flow periods, as well as dry periods in-between ([9],[10]). Continuous models are generally more
complex because they simulate numerous processes, such as evapotranspiration, snowpack or baseflow,
all of which are commonly omitted by event-based models. Furthermore, continuous models comprise
many parameters that have to be estimated during the calibration process [11]. To estimate design floods,
statistical analyses are performed with the outputs of continuous models ([1],[12]). On the other hand,
event-based models are run with design rainfall, and the return period of resulting flood flows is assumed
equal to the return period of design rainfall ([1],[5]). This approach is referred to as design storm method
[13].

In order to apply an event-based model for design flood estimation, numerous modelling decisions
have to be made, such as selection of the design rainfall duration and hyetograph shape, selection of
methods for effective rainfall computation and runoff transformation, or setting the initial conditions,
which are represented by a free model parameter in these models ([1],[3],[12]). There is a lack of specific
guidance on these modelling decisions, except for design rainfall duration, which is usually selected as
the one that results in the largest peak flow. Design flood estimation in ungauged catchments is limited
to the application of rainfall-runoff models that do not require calibration, i.e., their parameters can be
estimated from physiographic properties of the catchment, such as area or slope ([5],[23],[15],[16],[17]).
Commonly, these are parsimonious models based on synthetic unit hydrographs [5], although
continuous models can also be applied [18]. Alternatively, various empirical approaches and regional
analyses can be used; however, their application is generally limited to location that these methods are
obtained for [19].

Each of these approaches to design flood estimation is accompanied by uncertainties. For
example, probability distributions and quantiles can be considerably affected by a presence of outlies in
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the series of annual maxima [20]. The quantiles can also be affected by the criteria for selection of the
best fitted distribution [21]. Continuous rainfall-runoff models generally have low performance in
extreme flows, since calibration leads to a “squeezing” of the flow distribution (i.e., shifting distribution
tails closer to the mean value) [22], which leads to underestimated flood flows [23]. Furthermore, rainfall
records are generally too short to allow accurate estimation of floods of long return periods [3].
Calibration is a challenging task both in continuous [24] and event-based models [25], and uncertainties
in parameter estimates can eventually affect the design flood estimates [26]. Design floods obtained by
applying event-based models are quite sensitive to each decision made throughout the modelling process
([271,[19)). For example, variations in initial conditions or design rainfall duration can result in design
floods of return periods that can be of an order of a magnitude larger or smaller than the assumed return
period of design rainfall [27], questioning thereby the strong assumption on equivalence of the two [1].

This study focuses on application of event-based models in ungauged catchments. To single out
the best modelling decisions, i.e., those that yield the most credible design flood estimates, the estimates
obtained with rainfall-runoff models are compared to those obtained from the statistical analyses, which
are generally considered to be a standard approach in engineering practice. Although such comparisons
are conducted in gauged catchments, the conclusions are assumed valid for ungauged catchments as
well ([2],[13],[26].,[27]). However, a comprehensive comparison that could enable proper model
evaluation and identification of best modelling decisions, is challenging due to the uncertainties inherent
to the quantiles. Model performance is usually assessed in terms of relative errors, commonly without
any considerations of the quantile uncertainties [1]. In this paper we argue that such an approach is
oversimplified and can lead to a loss of information needed for proper evaluation of models Furthermore,
model evaluation based only on relative error magnitude is inevitably accompanied by subjectivity.

In this paper we propose a complementary analysis of model performance, and apply it for
evaluation of nine models in the Jadar River catchment at the location of the Zavlaka stream gauge.
Specifically, the models are evaluated by comparing resulting design floods not only to the
corresponding quantiles obtained from the frequency analysis, but also to the confidence intervals of the
flow quantiles. The model evaluation is aimed at detection of best modelling decisions for estimation of
design floods. This approach to model evaluation is presented in detail in section 2, together with the
catchment and the rainfall-runoff models employed in this study. The results are presented and discussed
in sections 3 and 4, respectively, while section 5 concludes the paper.

2 Methodology
2.1 Catchment and Data

The Jadar River represents a 75 km long right tributary of the transboundary Drina River. The
length of the Jadar River to Zavlaka amounts to 35.4 km with a mean slope of 0.7%. The area of the
Jadar River catchment upstream of the Zavlaka stream gauge amounts to 313 km?. The highest elevation
areas and the steepest slopes are located in the southernmost parts of the catchment (Figure 1). Time of
concentration of the catchment is estimated at approximately 9 hours. Pseudogley and podzolic soils are
prevalent in the catchment. Broad-leaved forests and agricultural land prevail in the catchment, while
other land use types, including urbanised areas, are present to considerably lesser extent.

For this study, maximum daily flows observed at the Zavlaka stream gauge from 1960 to 2018
(except for 2016) are used (Figure 2). The key statistics of the series are reported in Table 1. Preliminary
statistical analyses do not reveal significant trends or autocorrelation in the annual maxima. Design
rainfall are obtained from depth-duration-frequency (DDF) curves developed for the Loznica
meteorological station [28], which is located in the immediate proximity of the catchment.
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Figure 1. The Jadar River catchment upstream of the Zavlaka stream gauge: catchment digital terrain model and
the stream network (left), and land use types according to CORINE 2018 [29].
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Figure 2. Observed annual maxima at the Zavlaka stream gauge.

Table 1. Statistics of annual maxima series observed at the Zavlaka stream gauge over the period 1960-2018.

Statistic Mean value Standard deviation  Coefficient of variation Skewness coefficient
Series of annual maxima 63.2 38.4 0.607 1.935
Log-transformed series ~ 1.735 0.241 0.139 -0.027

2.2 Frequency Analysis of Flood Flows at Zavlaka

To enable evaluation of performance of rainfall-runoff models, design floods are estimated by
applying the frequency analysis. Several candidate distributions are considered: namely, log-normal,
Gumbel, Pearson Il and log-Pearson I11. Distribution parameters are estimated by applying the method
of moments, and fitness of the distribution is estimated by applying the Cramér—von Mises test [5]. The
quantiles together with the confidence intervals are computed for return periods of 20, 50 and 100 years.
Following confidence intervals are computed: 75% (a=0.25), 90% («=0.10), 95% («=0.05) and 99%
(«=0.01). Details on the candidate distributions, confidence intervals and on the Cramér—von Mises test
can be found in the literature [5].

2.3 Rainfall-Runoff Models for Design Computation of Flood
In this study several different models are used to compute design floods at the location of Zavlaka

stream gauge. The models differ according to the design storms and hydrograph simulation method. The
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models are presented in detail in this section, while their key features are outlined in Table 2. Model
acronyms in the table are created by combining acronyms of the hydrograph method, design hyetograph
shape and duration. Although they could be referred to as modelling chains, the term “model” is used in
this study for the sake of simplicity.

Design rainfall in all models is obtained straightforwardly from DDF curves at Loznica (section
2.1), with exception of model B_block tmax. Specifically, this model uses DDF rescaled to match
catchment average design rainfall, which results in slightly larger rainfall depths: for example, 100-year
daily rainfall amounts to 110.6 mm, while the corresponding DDF value for Loznica amounts to
102.6 mm. Most models uses daily rainfall, however, it is discretised into finer time steps (see Table 2).
In few models (acronyms in Table 2 contain “tmax”), rainfall duration is selected so that it provides the
largest flood flows. The time steps at which models were run to detect the rainfall duration that yields
the largest design floods are also given in the table. Three shapes of design hyetograph are used:
rectangular shape, and non-uniform shapes obtained by applying the alternating block and Chicago
methods [30]. Rainfall reduction with respect to catchment area is applied by all the models.

All models use the SCS-CN method to compute effective rainfall [31]. Although average
antecedent conditions (AMC 11, [31]) are adopted in all the models, catchment-average estimates of CN
values slightly differ depending on the lookup tables used.

Different unit hydrograph models are used for runoff routing, as indicated in Table 2. Most models
rely on the Jovanovi¢-Brajkovi¢ (JB), Brajkovi¢ (B) or Risti¢ (R) unit hydrographs ([5],[13].[32],[33]).
The unit hydrographs are defined by the time of rise T, and time of recession T, while the peak ordinate
Umax IS computed from estimated runoff volume as follows:

2A

umax =
Tp +T,

where A denotes the catchment area.

The time of rise and recession time are computed from the selected design rainfall duration t;, and
also depend on the lag time tp, i.e., time elapsed from the hyetograph centroid and peak of the
hydrograph:

)

t,=at, +1t (2)
Tp th -l—tr /2 (3)
T, =rT, (4)

where coefficients a and r depend on catchment properties, and recommendations on their values can
be found in the literature ([30],[33]). Variable to represents the lag time of the instantaneous unit
hydrograph. The Jovanovi¢-Brajkovi¢ and Brajkovi¢ unit hydrographs differ according to the equations
used for computation of t, as follows:
Jovanovi¢-Brajkovi¢ unit hydrograph

t. =0.41°% L - (5)
; N

Brajkovi¢ unit hydrograph

t =1.06£|Lj | (6)

u

where L and L. denote length of the river, and length from the catchment centroid to the outlet,
respectively, while I, represents mean slope of the river [33].

Risti¢ unit hydrograph implies immediate computation of t, (irrespective of rainfall duration),
which is used for computation of time of rise T, as follows:

L |_C 0.315
t,=1.399 (WJ (7)

where Imean denotes mean catchment slope [14].
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Two of the models outlined in Table 2 are based on EBA4SUB, which simulated flow-weighted
instantaneous unit hydrograph from the catchment digital terrain model raster [2]. In particular, the
catchment instantaneous unit hydrograph (IUH) is obtained applying the Width Function (WF)
framework. The so-called WFIUH is automatically calculated from digital terrain model flow paths and
the estimated time of concentration, leading to the catchment travel time distribution. In detail, surface
flow velocities are calculated based on the catchment slopes and land cover by employing empirical
equations for hillslope cells, followed by calibration of flow velocity in channel cells to ensure that the
projection of the WFIUH centre of mass on the temporal axis is equal to the basin lag time, expressed
as 60% of the catchment time of concentration ([15],[16],[17]).

All models are spatially explicit, with exception of B_block_tmax (Table 2). Specifically, models
created with the HEC-HMS software simulate runoff in the subcatchments (see Figure 1), as well as its
routing along the river reaches by using the lag method [34].

Table 2. Key features of the rainfall-runoff models used in this study.

Model Rainfall Duration  Hyetograph Shape CN value Unit Hydrograph Software
JB_block d 1 day rectangular 67.6 Jovanovi¢-Brajkovi¢ UH HEC-HMS [34]
R_block_d 1 day rectangular 67.6 Risti¢ UH HEC-HMS [34]
duration for max Q,
JB_block_tmax analyses with 2h time rectangular 67.6 Jovanovi¢-Brajkovic UH ~ HEC-HMS [34]
steps
duration for max Q,
R_block_tmax analyses with 2h time rectangular 67.6 Risti¢ UH HEC-HMS [34]
steps
duration for max Q,
B_block_tmax analyses with Imin  rectangular 79 Brajkovi¢ UH *lumped model
time steps
JB_ABM _d 3.day' 15 min alt. block method ~ 67.6 Jovanovi¢-Brajkovi¢ UH  HEC-HMS [34]
iscretisation
R_ABM_d 3.day' 15 min alt. block method ~ 67.6 Risti¢ UH HEC-HMS [34]
iscretisation

1 day, 60 min flow-weighted instantaneous

EBA4SUB_block_d,. o rectangular 67.6 - EBA4SUB [2]
discretisation unit hydrograph

EBA4SUB_Ch d 08, 60 min Chicago 67.6 flow-weighted instantaneous g 5 4515 2]
discretisation unit hydrograph

2.4  Evaluation of Performance of Rainfall-Runoff Models in Reproducing Design Floods

The rainfall-runoff models are run with design rainfall of return periods of 20, 50 and 100 years,
resulting in design floods of corresponding return periods. These design floods are compared to the
guantiles computed from the frequency analysis, and the discrepancy between the two is quantified in
terms of relative error. The relative errors are analysed with respect to both their magnitude and sign, to
reveal if a model consistently under- or overestimates quantiles across the return periods.

The results of rainfall-runoff models are also compared to the confidence intervals of the quantiles
(section 2.2). Specifically, a design flood estimate that is within the 75% confidence interval («=0.25),
it is closer to the expected value (the quantile) than an estimate obtained by another model located within
the 99% confidence interval («=0.01). Therefore, all design floods obtained by the models are assigned
to five different categories in a way that a larger category value indicates greater departure from the
expected value of design flood, i.e., quantile obtained from the adopted distribution. For example,
estimates that are within the 75% confidence interval are categorised into group 1, estimates that are
within the 90% confidence interval (but outside the 75% interval) are categorised into group 2, and so
forth. The estimates that are outside the 99% confidence interval are categorised into group 5, and
indicate unacceptably large errors in design flood estimates.
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3 Results

3.1 Design Floods at the Zavlaka Stream Gauge

2021.

Fitted candidate distributions are presented in Figure 3, together with the probability plots of
observed annual maxima at Zavlaka. The Cramér—von Mises test statistic values are given in Table 3.
The critical values of the Cramér—von Mises test statistic Nw? amounts to 0.462 for level of significance
of 0.05, which is commonly adopted in engineering practice ([5],[7]). Comparison of the test statistics
to the critical value shows that all candidate distributions are well fitted, and can be used for quantile
estimation. In this study, the log-normal distribution is selected as the best fitted one, and the quantiles
obtained from this distribution are used for evaluation of rainfall-runoff models. Selection of this
distribution can also be justified by the skewness coefficient of the log-transformed series, which is

approximately equal to zero (Table 1).
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Figure 3. Fitted candidate distributions to the annual maxima observed at the Zavlaka stream gauge.

Table 3. Results of the Cramér—von Mises test.

Distribution log-normal

Gumbel

Pearson 111

log-Pearson 111

Test statistic Nw? 0.046

0.138

0.076

0.047

Table 4. Design flood estimates (in m®/s) obtained by using the rainfall-runoff models. The results for the three
selected return periods are presented together with the quantiles obtained from the frequency analysis, and
relative error (in %). Positive values of the relative error mean that a model overestimates the quantiles.
Systematic under- and overestimation of the quantiles across the three return periods are highlighted in the table.

Design Flood (m%/s)

Relative Error (%)

Model 1D 20 years 50 years 100 years 20 years 50 years 100 years
guantiles — frequency analysis  135.3 169.8 197.6

JB_block_d 99.1 133.5 162.6 -26.8 -21.4 -17.7
R_block_d 103.8 139.0 169.0 -23.3 -18.2 -14.5
JB_block_tmax 103.8 151.5 188.8 -23.3 -10.8 -45
R_block_tmax 114.2 166.6 206.3 -15.6 -1.9 4.4
B_block_tmax 150.5 217.4 276.6 11.2 28.0 40.0
JB_ABM_d 125.4 186.8 237.9 -7.3 10.0 20.4
R_ABM_d 139.0 207.6 264.8 2.7 22.2 34.0
EBA4SUB_block_d 109.9 141.5 163.4 -18.8 -16.7 -17.3
EBA4SUB_Ch d 2471.7 326.3 413.8 83.0 92.1 109.4
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The design floods of 20-, 50- and 100-year return periods obtained by the selected rainfall-runoff
models are presented in Table 4, together with the corresponding results of the quantiles computed from
the frequency analysis. The design flood estimates considerably vary across the models. Models based
on daily design rainfall of constant intensity (i.e., rectangular hyetographs) result in lower estimates in
comparison to the remaining model. The greatest design flood estimates are obtained by the
EBA4SUB_Ch_d, while the other models based on non-uniform design rainfall hyetographs do yield
much smaller design flood estimates.

3.2 Performance of Rainfall-Runoff Models in Reproducing Design Floods

To facilitate comparison of design flood estimates obtained by using the rainfall-runoff models
to the corresponding quantiles, relative errors are presented in Table 4. The relative errors vary
considerably across the models and the return periods. No distinct patterns in change of relative errors
with return period can be detected. For example, absolute values of relative errors increase with the
return period in e.g.,, B_block tmax or EBA4SUB_Ch_d, as opposed to JB_ block_tmax or
EBA4SUB_block_d, which yields fairly similar errors across the return periods.

Most models systematically either under- or overestimate the quantiles. The models run with daily
rainfall of uniform intensity (i.e., with rectangular hyetographs) systematically underestimate the
quantiles, as opposed to the model with Chicago hyetograph. Systematic overestimation is detected in
models with different rainfall durations and hyetograph shapes. Only two models do not exhibit
systematic errors across the return periods, and they also, on average, yield the lowest values of the
relative errors.
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Figure 4. Fitted log-normal distribution and its 75%, 90%, 95% and 99% confidence intervals, and the design
estimates obtained by the rainfall runoff models.
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The design floods simulated by the models are shown together with the fitted log-normal
distribution and its confidence intervals in Figure 4. The design flood estimates are categorised
according to the confidence interval they are contained by (see section 2.4), and these categories are
illustrated in Figure 5. These alternative approaches to the representation of design flood estimates
enable a more comprehensive insight in discrepancies between the two types of design flood estimates
(i.e., results of frequency analysis and rainfall-runoff modelling) than mere relative error values. For
example, the relative error values of EBA4SUB_block_d are largely similar across the return periods,
however, 20-year design flood is outside the 95% confidence interval, as opposed to the remaining two
periods. In other words, 20-year design flood estimate obtained by this model can be considered more
uncertain than the estimates of 50- and 100-year design floods, and this cannot be inferred solely from
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the relative error values. Similarly, 100-year design flood obtained by R_AMB_d has rather high value
(34%), but it does not exceed 99% confidence interval, which is not the case for many other estimates
that yield relative errors of absolute values of ~20%.

Rainfall-runoff model

block_d
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Figure 5. Model performance with respect to the confidence intervals of the quantiles of 20-, 50- and 100-year
return periods. The design flood estimates obtained by the rainfall-runoff models are categorised into five groups
depending on the confidence interval they are enclosed within. Lower categories implies smaller departure of the

estimate from the quantile. The estimates of category 5 are outside the 99% confidence interval of quantiles.

4 Discussion

This study presents a comprehensive analysis of performance of nine different rainfall-runoff
models with respect to simulation of design floods. Model performance in this regard is commonly
appraised from the relative error values, not taking into account uncertainty of a quantile of interest. Our
results clearly show that model performance should not be appraised solely on the values of relative
errors. Specifically, the same relative error value can imply that design flood estimate is within e.g.,
75% confidence interval in one, or that it exceeds 99% confidence interval in the other case. We,
therefore, suggest taking the uncertainty of the quantiles obtained from the frequency analyses into
consideration throughout evaluation of model performance, i.e., credibility of the resulting design
floods. The relative errors can reveal systematic under- or overestimation of the quantiles; hence,
considerations of quantile uncertainties should not replace them, but rather complement them.

The results obtained in this study clearly suggest that models run with daily rainfall of uniform
intensity are shown to systematically underestimate design floods. This corroborates the results
presented by Plavsi¢ et al. [1]. Underestimated design floods inevitably lead to undersized hydraulic
structures, therefore, that this type of error is unacceptable from the standpoint of civil engineering.
These results also suggest that, if a rectangular hyetograph is used, rainfall duration is essential for
accurate design flood estimation. The models that use rainfall duration that yields the largest design
floods result in both under- and overestimation of the quantiles. Such behaviour can be explained by
different CN values and time steps at which this “optimal” rainfall duration is obtained. Additionally,
“optimal” runoff duration in case of B block tmax is approximately 2 h, and 12 h in case of
JB_block_tmax and R_block_tmax. These results clearly show an interplay between optimal design
rainfall duration and CN values, which can be considered a kind of “equifinality” [35] in these types of
models. Therefore, further research is needed to provide guidance on inferring the “optimal” rainfall
duration in case of rectangular unit hydrographs. It is well known, in fact, that many applications follow
the hypothesis that the maximum peak discharge is caused by a rainfall with a duration equal to the
catchment concentration time, but this hypothesis is debated in literature. Indeed, in many practical
applications, rainfall durations 2-3 times larger than the time of concentration are often used in order to
maximise the peak discharge [36].

The models that simulate time-varying rainfall intensities exhibit a wide range of behaviours in
terms of relative errors, although there is a general tendency to overestimation of the quantiles, and even
the upper limits of 95% or 99% confidence intervals. The overestimation is particularly pronounced in
case of the model that uses Chicago design hyetographs. These results suggest that design rainfall
represents a key source of uncertainty in design flood estimation with event-based models.
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This study is based on nine models and only one catchment. Further research is needed to test the
validity of the conclusions presented here. Such research should include a larger number of models and
catchments, and should be accompanied by regional analyses. Application of information criteria for
best model selection [21] or application of multi-model combination methods to estimate design flood
[37] also present promising avenues of research in this field.

5 Conclusions

This study presents a comprehensive evaluation of nine event-based models formed by making
different modelling decisions at every step of their development. The models are evaluated with respect
how well they can reproduce design flood estimates obtained by applying a frequency analysis, which
is generally considered a standard approach in engineering practice. The objectives of this study are
twofold: (1) to examine if commonly used relative error is versatile enough to reveal model robustness
in simulating design floods, and (2) to identify the best modelling decisions in order to obtain credible
design flood estimates.

This study clearly shows that relative error values should be complemented by additional
comparisons of the design flood estimates to confidence intervals of the corresponding quantiles. In this
way, quantile uncertainty can be taken into account, and the models could be evaluated more thoroughly.

Design rainfall duration is essential in models that assume uniform rainfall intensity, however, it
can be compensated by CN values, suggesting the “equifinality” between the two. Generally, daily
rainfall should not be used with design rainfall of uniform intensity in catchments with times of
concentration shorter than one day. Models that use non-uniform design rainfall intensity generally tend
to overestimate the quantiles obtained from the frequency analysis, even with rainfall duration longer
that the catchment time of concentration. This is particularly pronounced with the Chicago design
hyetograph. Identification of best modelling decisions requires further research that has to include a
greater number of models and catchments.
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